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Objective

@ To align natural language and visual stimuli, i.e, to perform visual
grounding

e Common approach: Develop separate language and vision models
pretrained for other large-scale tasks and then perform transfer
learning to learn grounding as part of task training

e Aim:

o To develop a joint model for learning task-agnostic visual grounding
from paired visiolinguistic data

o Use pretrain for visual grounding instead of pretrain-then-transfer
learning approach
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Author’s key contributions

@ Introduces separate streams for vision and language processing that
communicate through co-attentional transformer layers

@ The model architecture provides interaction between modalities at
varying representation depths

@ The model reports improvements of 2 to 10 percentage points over
the latest state-of-the-art in vision-language task-specific baselines
using separately pretrained vision and language models

o How?

e Trained model on Conceptual Captions on two proxy tasks:
predicting the semantics of masked words and image regions given
the unmasked inputs, and

o predicting whether an image and text segment correspond
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Background: BERT
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Bidirectional Encoder Representations from Transformers (BERT)
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Figure: Overall pre-training and fine-tuning procedures for BERT. Fig taken
from [2]

o Attention-based bidirectional language model

@ Single encoder-style transformer block consisting of a multi-headed
attention block followed by a small fully-connected network

@ tokens are mapped to learned encodings and passed through L
“encoder-style” transformer blocks to produce final representations
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Figure: Overall pre-training and fine-tuning procedures for BERT. Fig taken
from [2]

o Text representation: BERT operates over sequences of discrete
tokens comprised of vocabulary words and a small set of special
tokens: SEP, CLS, and MASK

@ For a given token, the input representation is a sum of a
token-specific learned embedding, encodings embeddings for
position (i.e. token's index in the sequence), and segment
embeddings (i.e. index of the token's sentence if multiple exist)
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BERT Pretraining
@ Trained end-end on two tasks

o Masked language modelling;:

e Randomly divides input tokens into disjoint sets masked Xy and
observed Xo tokens (approximately 15% of tokens being masked).

o Masked tokens are replaced with a special [MASK] token 80% of the
time, a random word 10%, and unaltered 10%

e Training objective: reconstruct these masked tokens given the
observed set (cross-entropy)

o The final hidden vectors corresponding to the mask tokens are fed
into an output softmax over the vocabulary

o Next sentence prediction:

o model takes tuple of sentence segments A and B following the
format {CLS, wat, . . ., wat , SEP, wgy, . . ., waT, SEP} and is
trained to predict whether or not B follows A in the source text

o CLS token representation is fed to an output layer which is trained to
minimize a binary cross-entropy loss on this label
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ViLBERT Model Architecture
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VIiLBERT: Extending BERT to Jointly Represent Images and Text
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Figure: VILBERT model consists of two parallel streams for visual (green) and
linguistic (purple) processing that interact through novel co-attentional
transformer layers. Fig taken from [1]

@ VIiLBERT: Multi-modal co-attentional transformer module

@ It consists of two parallel BERT-style models operating over image
regions and text segments

@ modelling each modality separately and then fusing them through a
small set of attention-based interactions

@ provides interaction between modalities at varying representation
depths
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@ Each stream is a series of transformer blocks (TRM) and novel
co-attentional transformer layers (Co-TRM) which deals in
information exchange between modalities

@ Given an image | represented as a set of region features vy, . . .,

vr and a text input wyp, . . ., wt
@ VILBERT model outputs final representations h,q, . . . , h,7 and
hWOy EEE th
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(a) Standard encoder transformer block (b) Our co-attention transformer layer

Figure: Novel co-attention mechanism on transformer architecture. Fig taken
from [1]
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Co-Attentional Transformer Layers

@ Given intermediate visual and linguistic representations H\(/i) and
H(J), the module computes query, key, and value matrices as in a
standard transformer block

o the keys and values from each modality are passed as input to the
other modality's multi-headed attention block

@ produces attention-pooled features for each modality conditioned on
the other

o Effect: image-conditioned language attention in the visual stream
and language-conditioned image attention in the linguistic stream
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Image Representation

@ spatial location of images is encoded by construction of 5-d vector
from region position (normalized top-left and bottom-right
coordinates) and the fraction of image area covered

@ the visual feature and spatial features of image are summed.

@ append a special IMG token to the image region sequence
representing the entire image (i.e. mean-pooled visual features with
a spatial encoding corresponding to the entire image)

Man shopping

<l

& Language BERT

- ESE?{ o

(a) Masked multi-modal learning (b) Multi-modal alignment prediction

O I Aligned / Not Aligned

Language BERT

Figure: Overall Pretraining of ViLBERT. Fig taken from [1]
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Training & Objectives
o Masked multi-modal modeling

e masking approximately 15% of both words and image region inputs

o Masked image regions: 90% of image features zeroed out of the time
and are unaltered 10%

o Task: reconstruct the masked regions the remaining inputs

o model predicts a distribution over semantic classes for the
corresponding image region rather than directly predicting the
masked feature values

e model is trained to minimize the KL divergence between these two
distributions
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@ Multi-modal alignment task

o image-text pair as input {IMG, v1, . . ., v, CLS, wq, . . ., wr,
SEP}

o predict whether the image and text are aligned, i.e. whether the text
describes the image

o the outputs hjme and hcis represents the visual and linguistic inputs

o Overall representation: hjuc © hcis (element-wise product)

o learns a linear layer to make the binary prediction whether the image
and text are aligned
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Dataset
@ Conceptual Captions: collection of 3.3 million aligned image-caption
pairs automatically scraped from alt-text enabled web images.
@ presents huge diversity of visual content

o To generate negatives image-caption pair, images and captions were
randomly replaced

Training VILBERT
@ VILBERT trained on Conceptual Captions dataset on 3.1 million
image-caption pairs
o linguistic stream was initialized with a BERT language model

o BERTBASE model: 12 layers of transformer blocks with each
block having a hidden state size of 762 and 12 attention heads

o Faster R-CNN (with ResNet-101) used to extract region features.

@ visual stream: hidden state size of 1024 and 8 attention heads of
Transformer and co-attentional transformer blocks

o Hyperparameters: learning rate le-4, batch size of 512, epochs:10,
adam optimizer
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Alt-text: A Pakistani worker helps
to clear the debris from the Taj Ma-
hal Hotel November 7, 2005 in Bal-
akot, Pakistan.

Conceptual Captions: a worker
helps to clear the debris.

Alt-text: Musician Justin Timber-
lake performs at the 2017 Pilgrim-
age Music & Cultural Festival on
September 23, 2017 in Franklin,
Tennessee.

Conceptual Captions: pop artist
performs at the festival in a city.

Figure: Examples of images and image descriptions from the Conceptual
Captions dataset

| Happy young successful
business woman in all black
suit smiling at camera in the
modern office.

The concept comes to life with
amassive display of fireworks
that willfil the grounds.

New apartment buildings on
the waterfront, in a residential
development built for cleaner
| housing

Agrey textured map with a flag
of country inside isolated on
white background

Figure: Qualitative examples of sampled image descriptions from ViLBERT
model after pretraining tasks, but before fine-tuning. Fig taken from [1]
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Vision-and-Language Transfer Tasks
o fine-tuning strategy: modify the pretrained base model by adding
a classification layer on top to perform the new task and then train
the entire model end-to-end
Visual Question Answering (VQA)

Is there something to cut the vegetables with?

VQA

Figure: VQA example

@ Train and evaluation on the VQA 2.0 dataset consisting of 1.1
million questions about COCO images each with 10 answers

@ To fine-tune for VQA, learn a two layer MLP on top of the
element-wise product of the hjyg and hers
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Visual Commonsense Reasoning: visual question answering (Q—A)
+ answer justification (QA—R)

Wy s Tpersonagal] poining a
IpersontgYI?

VCR Q—-A VCR QA-R

Figure: VCR example

@ Visual Commonsense Reasoning (VCR) dataset consists of 290k
multiple choice QA problems derived from 110k movie scenes

@ To finetune on this task, concatenate the question and each
possible response to form four different text inputs and pass each
through VILBERT along with the image

@ prediction: learn a softmax layer on top of a linear layer
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Guy in yellow dribbling ball

Referring Expressions

Figure: Referring expressions example

e Task: To localize an image region given a natural language reference
@ Training and evaluation on the RefCOCO+ dataset

@ For fine-tuning, the final representation h,, for each image region i is
passed into a learned linear layer to predict a matching score
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Figure: Image Retrieval example

@ Training and evaluation on the Flickr30k dataset

@ Train in a 4-way multiple-choice setting: randomly sampling three
distractors for each image-caption pair: random caption, a random
image, or a hard negative from among the 100 nearest neighbors of
the target image

@ softmax layer over the alignment score
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‘Zero-shot’ Caption-Based Image Retrieval
o directly apply the pretrained multi-modal alignment prediction
mechanism to caption-based image retrieval in Flickr30k without
finetuning
@ Goal: To demonstrate that the pretraining has developed the ability
to ground text and that this can generalize to visual and linguistic
variation without any task specific fine-tuning
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Results and Analysis
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Baseline:
o Single stream:

o single BERT architecture that processes both modality inputs
through the same set of transformer blocks — sharing parameters and
processing stacks for both visual and linguistic inputs

o The model is initialized with BERTBASE and trained identically to
VIiLBERT full model

o Why this baseline? To establish the impact of the two-stream
architecture of VILBERT

e VILBERT™
o VILBERT architecture without pretraining on Conceptual Captions
o Why this baseline? To isolate gains over task-specific baseline
models as opposed to pretraining process on Conceptual Captions
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VQa [3] VCR [25] RefCOCO+ [32] Image Retrieval [26] ~ ZS Image Retrieval
Method test-dev (teststd) QA QA-R QAR val  testA tesB Rl RS RI0O Rl RS RIO
DFAF [36] 70.22 (70.34) - R R

& R2C[25] - 638 (65.1) 672(67.3)  43.1(44.0) - -

2 MAuNet [33] - - B 6533 7162 5602 - - -

SCAN [35] - - - 4860 7770 8520
Single-Stream! 65.90 68.15 68.89 4727 6564 7202 5604

£ Single-Stream 68.85 7109 73.93 5273 6921 7532 6102 - - - - - -

S VILBERT! 68.93 69.26 7101 4948 6861 7597 5844 4550 7678 8502 000 000  0.00
VIiLBERT 70.55(7092)  72.42(733) 74.47(746) 54.04(548) 7234 7852 6261 5820 $4.90 9152 3186 6112 7280

Figure: Transfer task results for the VILBERT model compared with existing
state-of-the-art and sensible architectural ablations. Fig taken from [1]

Takeaways:

@ VILBERT improves performance over a single-stream model

@ pretraining tasks result in improved visiolinguistic representations
(between 2% and 13% improvement)

@ Finetuning from VIiLBERT is a powerful strategy for
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Effect of Visual Stream Depth

VQA [3] VCR [25] RefCOCO+ [32] Image Retrieval [26]  ZS Image Retrieval [26]

Method test-dev. Q—A QA—R Q—AR val testA  testB R1 R5 RI0 R1 RS R10

ViLBERT (2-layer) 69.92 7244 74.80 5440 7174 78.61 6228 5568 8426 90.56 26.14 56.04 68.80
VILBERT (4-layer) 70.22 7245  74.00 5382 72.07 7853 63.14 5538 84.10 90.62 2628 54.34 66.08
VIiLBERT (6-layer) 70.55 7242 7447 54.04 7234 7852 6261 5820 8490 91.52 3186 61.12 7280
VIiLBERT (8-layer) 70.47 7233 7415 5379  71.66 7829 6243 5878 8560 9142 3280 63.38 74.62

Figure: Ablation study of the depth of our model with respect to the number of
Co-TRM —TRM blocks. Fig taken from [1]

@ VQA and Image Retrieval tasks benefit from greater depth -
performance increases monotonically until a layer depth of 6

o Likewise, zero-shot image retrieval continues making significant
gains as depth increases
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Impact of Large Training set

VQA (3] VCR [25] RefCOCO+ [32] Image Retrieval [26]  ZS Image Retrieval [26]
Method test-dev. Q—A QA—R Q—AR val testA  testB RI1 R5 RI10 RI R5 R10
VIiLBERT (0 %) 68.93 69.26  71.01 49.48  68.61 7597 5844 4550 76.78 85.02 0.0 0.00 0.00

VIiLBERT (25 %) 69.82 71.61 73.00 52.66 6990 7683 60.99 53.08 80.80 88.52 20.40 48.54 62.06
ViLBERT (50 %) 70.30 7188  73.60 53.03 7116 7735 61.57 5484 8362 90.10 2676 56.26 68.80
VIiLBERT (100 %) 70.55 7242 7447 54.04 7234 7852 62.61 5820 8490 9152 3186 61.12 72.80

Figure: Transfer task results for VILBERT as a function of the percentage of
the Conceptual Captions dataset used during pre-training. Fig taken from [1]

@ random subsets of 25% and 50% taken from the conceptual caption
dataset, VILBERT was pretrained and finetune ViLBERT using the
same setup as before

@ accuracy grows monotonically as the amount of data increases,
which suggests that VILBERT may benefit from even more
pretraining data
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Conclusion

o Intelligent way to extend BERT model into a joint model for image
content and text and pretrain it on a large, automatically-collected
dataset to learn visual grounding

@ VILBERT model introduces a novel two-stream architecture with
co-attentional transformer blocks that exceeds state-of-the-art
models for multiple vision-and-language tasks

@ easy way to fine tuning by adding a classfier for each task

@ strong baselines
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Criticism

@ No significance tests were performed

@ No plots of training loss, test loss and other metrics across epochs
as just optimizing the accuracy often leads to overfitting

@ Not much explanation as why performance on VCR, and Ground
refering tasks do not increase with the stream depth of the model

@ It would be nice if the divergence measures between two modalitites
were reported
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Thank you very much for your attention.
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Do you have any question?
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